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Abstract — The micorrection probability of a list de-
coder is the probability that the decoder will have at
least one non-causal codeword in its decoding sphere.
Evaluating this probability is important when using
a list-decoder as a conventional decoder since in that
case we require the list to contain at most one code-
word for most of the errors. A lower bound on the
miscorrection is the main result. The key ingredi-
ent in the proof is a new combinatorial upper bound
on the list-size for a general q−ary block code. This
bound is tighter than the best known on large alpha-
bets, and it is shown to be very close to the algebraic
bound for Reed-Solomon codes. Finally we discuss
two known upper bounds on the miscorrection prob-
ability and unify them for linear MDS codes.

I. Combinatorial List-Size Bound
A simple closed form bound on the list size is proposed for
a general (n, d) block code over q−ary alphabet, decoded to
radius t. This bound is independent of q, and for q > q0,
where q0 depends on n, d, t, it is tighter than the best known
combinatorial bound that can be found e.g in [3, 4]. If we fix
the asymptotic distance by γ = 1− d

n
and decoding radius by

δ = 1− t
n
, the proposed bound suggests that

L ≤ δ − γ

δ2 − γ
(1)

whereas for large q, [3] tends to a looser bound of 1−γ
δ2−γ

.When

using (1) with the parameters of Reed-Solomon codes, it is
shown to coincide with the algebraic bound of [2] when δ
tends to

√
γ, for all rates γ. This δ corresponds to the maxi-

mum achievable decoding radius of the Guruswami-Sudan al-
gorithm. For general values of δ, the difference between (1)

and the algebraic bound is bounded above by 1
4

[
1 + 2

1−√γ

]
.

Using that bound, the difference is less than 2 for γ ≤ 1
2

and
less than 10 for γ ≤ 0.9.

II. Lower Bound on Miscorrection
The following theorem states a lower bound on the miscorrec-
tion probability.

Theorem 1 Let C∗ be an (n, k, d) linear code with alphabet
size q and weight distribution A(w). t is the decoding radius,

t0 ≡
⌊

d−1
2

⌋
< t < n(1−

√
1− d/n). C0 will be the transmitted

codeword, E the error word and R = C0+E, the received word.
The miscorrection probability given a weight u error is defined
as Pe(u) = Pr(∃C ∈ C∗\C0 : D(R, C0) = u, D(R, C) ≤ t).
Then

Pe(u) ≥ t2 − 2nt + dn

n(d− t)
·
∑n

w=d
A(w)

∑t

s=0
N(w, u; s)(

n
u

)
(q − 1)u

(2)
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and N(w, u; s) is an efficiently computable function, indepen-
dent of C∗ for all (w, u; s).

The first term in the right side of (2) is the inverse of the
combinatorial bound on the list size discussed in I and the
second term is a known upper bound on the number of weight
u decodable words discussed in III. Sample results for a linear
MDS code with parameters n = 31, k = 15, q = 32 are shown
in figure 1 for decoding radius of t = t0 + 1 = 9. The curves
from top to bottom are: i) upper bound using the method
from [5]. ii) improved lower bound given in (2). iii) lower
bound that counts only in the t0 sphere. The true value of the
miscorrection is proved to be between the two upper curves.
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Figure 1: Bounds on the miscorrection probability for a
(31,15) MDS code, decoded to radius 9

III. Counting Decodable Words
For symmetric channels, the miscorrection probability is cal-
culated by counting decodable words. When decoding beyond
half the minimum distance, known methods for counting de-
codable words no longer provide exact solutions. We discuss
two methods to count decodable words, the direct method [5]
and the inclusion-exclusion method [6]. By simplifying the
expression of [6], we show that the two methods give the same
upper bound on the number of decodable words for all t.
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