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Abstract— An on-line fountain code is defined as a fountain
code for which an optimal encoding strategy can be found
efficiently given any instantaneous decoding state. This property
is important for data distribution in practical networks. In this
paper we formalize the problem of on-line fountain code construc-
tion, and propose new on-line fountain codes that outperform
known ones in having factor 3-5 lower redundancy overhead.
The bounding of the code overhead is carried out using analysis
of the dynamics of random-graph processes.

Index Terms— Fountain codes, rateless codes, on-line codes,
codes with feedback, random graphs.

I. INTRODUCTION

Fountain coding was proposed [3] for efficient distribution

of data in lossy networks, with the goal to allow information

transmission that is oblivious to losses of individual packets.

Fountain codes that meet this goal with negligible overhead

were found [10], and later improved in complexity [11]. These

works, and others that followed, specify methods to encode

(and decode) data blocks at the sender (and receiver) nodes,

and prove upper bounds on the average overhead in the case

of random losses.

Low overhead is clearly an important code-design objective,

but some applications may find it insufficient on its own, with

system performance being dominated by other properties of

the code. The long code blocks and fixed pre-defined encoding

procedures of the aforementioned fountain codes result in high

decoding latency, and no way for the receivers to control or

even monitor the progress of the data reception. In addition,

packet losses in the network may not be all random, further

exacerbating the risks of a long batch transmission designed

for pure-random losses. A practical fountain code should thus

balance low redundancy overhead with an on-line ability to

adapt the code to instantaneous network conditions.

In the framework developed in this paper, a fountain code

is called on-line if given an arbitrary decoding state at the

receiver, the optimal coding strategy for the encoder can

be found efficiently. This is a much stronger property than

conventional fountain codes, which only guarantee optimality

for the initial state of decoding. The importance of the on-

line property is that it guarantees optimal performance even at

states that differ significantly from the expected under random

losses, e.g. due to an adversary or extremely unfortunate

circumstances. As it turns out, there are known fountain codes
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with the on-line property such as growth codes [8] and real-

time oblivious codes [2], (see also [5]). However, these codes

suffer from very high redundancy overheads.

To make the on-line property usable in a communication

setup, one needs to feed decoding-state information from the

receiver back to the sender. That way the sender is able

to adapt the encoding strategy from the current one used

to the optimal one calculated from the decoding state. A

feedback transmission is needed only when the decoding state

changes so much that the optimal encoding strategy needs to

change at the sender. The frequency at which this happens

is presented as part of the code evaluation in Section VI. In

particular, our on-line fountain codes use less feedback than

the previously known on-line fountain schemes [8], [2]. We

note that in practical scenarios feedback can be limited even

further (with occasional slight deviations from optimality)

without significant loss of performance. This tradeoff between

feedback-use and performance has been a fertile ground for

prior research on schemes that successfully reduce overhead

using feedback [9], [7], [12]. Another important consideration

for the proposed codes is how to operate them in a point-

to-multipoint (multicast) setup, where the states of multiple

receivers need to be accommodated into the encoder strategy.

While we do not consider this extension in the present paper,

we believe that multicasts can similarly benefit from on-line

fountain codes under some mild assumptions on the loss rates.

This belief comes mainly from the fact that our codes only use

uniform symbol distributions at the encoder, thus making the

joint optimization for multiple receivers possible and tractable.

The main idea behind the new codes is a new representation

of the decoding state that is more amenable to algorithmic

reasoning on the current state than the standard representation

as a bi-partite graph. This pays in the ability to efficiently

compute the optimal strategy, but costs in increased overhead

due to discarding of code symbols that cannot be represented

at the time of their arrival. The resulting codes attain the

on-line property with significantly lower overhead, between

factor 3 and factor 5 lower compared to the previously known

codes [8],[2]. This significant improvement is achieved by

representing the decoding state as a uni-partite graph, and

using the graph structure to efficiently find the optimal coding

strategy at the current state. The simple graph representation

also allows to analyze the coding overhead, building on

fundamental results from random-graph theory [6]. The con-

tributions of the paper include the first formalization of the on-

line property for fountain codes (Section II), the development

of the uni-partite view of fountain codes (Section III), an on-

line fountain code construction using an efficient algorithm to

find the optimal coding strategy (Section IV), and bounding the

overhead of a simplified construction by analyzing the dynam-

ics of random graphs (Section V). Finally, the performance of

the new codes in communication setups is evaluated through

simulation (Section VI).
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There are many potential applications for on-line fountain

codes. One is data distribution in the presence of intermittent

adversaries, which bring receivers to arbitrarily bad decoding

states and then leave them to recover. Another important

application is for distributed storage, where code symbols are

distributed among multiple nodes, and the on-line property

gives sufficient transparency to control the long-term recover-

ability of the data given an instantaneous node-failure state.

II. ON-LINE FOUNTAIN CODES

Block rateless fountain codes, such as LT [10] and Rap-

tor [11] codes, are designed for batch transmission of coded

symbols. These codes aim at minimizing the number of coded

symbols required to successfully decode the entire code block

with high probability. Given a current state of code symbols

already received at a receiver node, batch fountain codes do

not address the minimization of code-symbol transmissions

until complete decoding. It has been recognized in prior work

that not considering the current state of already received

symbols results in sub-optimal performance in many practical

scenarios. Several works have proposed adaptations to batch

fountain codes, mostly LT codes, that do consider the current

decoding state for the choice of subsequent code symbols to

transmit. A partial list of such coding schemes includes [9],

[7], [12]. The outcome of these schemes is that faster decoding

can be achieved by feeding decoding-state information from

the receiver back to the transmitter. In this paper we make

another step in this direction and look for coding schemes

for which the provably optimal coding strategy can be found

given an arbitrary decoding state. The ability to efficiently

find the optimal coding strategy given the current state is

very important in practical applications, since it guarantees

fast decoding at any point of time without any assumption

on the past behavior of the encoder and channel. Fountain

codes with known optimal coding strategies given the current

decoding state are called herein on-line fountain codes. No

matter how unusual or unfortunate previous encodings and

transmissions have been, from the current state onward on-line

fountain codes guarantee optimal performance. This property

is maintained even if the code-symbol losses till this point

are maliciously set by an adversary. Before giving a formal

definition of the on-line property, we make the terms fountain

code and coding strategy more precise.

Definition 1. A fountain code has a block of k input symbols,
an encoder and a decoder. The encoder generates code symbols

by taking eXclusive-OR (XOR) operations on subsets of input

symbols. The decoder processes the received code symbols and
outputs the k input symbols.

Definition 2. A coding strategy of a fountain code is a set of
specifications according to which the encoder chooses the sub-

sets of input symbols to XOR for generation of code symbols.

A coding strategy is selected from a pre-defined universe

of permissible strategies. For example, in fountain coding

schemes it is common to only consider uniform coding strate-

gies, which allow to vary the degree (number of operands) of

the XOR operations, but require to select the XOR operands

uniformly from the k input symbols. While in general non-

uniform fountain codes are useful and well studied – mainly

in the context of unequal error protection (UEP) codes – in

this paper we restrict ourselves to uniform codes only. The

reasoning behind only considering uniform fountain codes is

that non-uniform codes require encoders that are much more

complex in optimizing their outputs, and much more informed

about the decoding states of the receivers.

Definition 3. A fountain code is called on-line if given an

arbitrary decoding state at the receiver, the optimal coding
strategy for the encoder can be found efficiently.

It is important to clarify that optimal in Definition 3 refers

to optimality with respect to the decoder chosen for the

fountain code. That is, for a fountain code to be qualified

as an on-line fountain code, one has to first specify the

decoder, then there must exist an algorithm that uses the

current decoding state to efficiently determine the encoding

function that maximizes some measure of decoding progress.

We also note that Definition 3 does not specify the mechanism

by which the coding strategy is adapted in a communication

setup. In particular, both of the following options are possible

1) The receiver node feeds its decoding state back to the

sender. The sender node computes the optimal strategy

from the state input.

2) The receiver node itself computes the optimal strategy

from its decoding state. The optimal strategy is fed back

to the sender node.

The decision how to perform coding-strategy updates depends

upon practical circumstances, mainly considering the cost

of feedback communications vs. the receiver’s computation

capabilities.

A fountain code with the on-line property was proposed by

Kamra et. al in [8] (called growth code), and independently by

Beimel et. al in [2] (called real-time oblivious code). In this

code, with each received code symbol the decoder attempts

to decode an input symbol not previously known to it, and

discards the code symbol if this attempt fails. For this decoder,

the optimal degree for a code symbol drawn by the encoder is

the one that maximizes the probability that a new input symbol

will become known following the receipt of the code symbol.

This optimal degree was given in [8] and [2] as a function

of the current number of decoded symbols at the receiver.

Knowing the optimal degree immediately defines the optimal

coding strategy at the sender as using this optimal degree in

subsequent generations of code symbols. Since this optimal

strategy is known for any decoding state (number of decoded

symbols), this fountain code has the on-line property. However,

in this code the on-line property comes with a prohibitive cost

in redundancy. In [2] a redundancy of 100% is suggested, i.e.,

2k received code symbols are needed to decode the k input

symbols with high probability. It is possible to prove that the

redundancy of this code is lower bounded by ln 2 ≈ 0.69. This

is shown in Section V-C where we compare this known code

to an improved code that achieves the on-line property with a

much more reasonable cost of redundancy.
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III. FOUNTAIN CODES ON UNI-PARTITE GRAPHS

To obtain on-line fountain codes with lower redundancy

than best known codes, we now define a simple graph structure

on which fountain codes can be made on-line with lower

redundancy. The canonical representation of fountain codes

throughout the literature is as bi-partite graphs. Nodes of one

type, input nodes, represent the k input information symbols;

nodes of another type, code nodes, represent the code symbols.

An edge between an input node xi and a code node yj marks

that input symbol xi is one of the summands1 of code symbol

yj . For example, Figure 1 depicts the following code symbols

y1=x1+x2, y2=x2+x3, y3=x1+x3, y4=x4+x5, y5=x6.

When all of the degrees of code nodes are 2 or less, the code

x1 x2 x3 x4 x5 x6 x7

y1 y2 y3 y4 y5

Figure 1. A fountain code as a bi-partite graph. Code symbols (square
nodes) are XORs of input symbols (circle nodes).

can be equivalently represented by a uni-partite graph. For the

example above, the corresponding uni-partite graph is given

in Figure 2. In the uni-partite graph, two nodes are connected

x1

x2

x3

x4

x5

x6

x7

Figure 2. A fountain code as a uni-partite graph.

with an edge if there is a code symbol that is the sum of the

corresponding two input symbols. A node is colored black if

it is known to the decoder (and white otherwise). There are

no edges incident on black nodes. In the example, symbol x6

is black thanks to the code symbol y5 = x6.

Definition 4. A (uni-partite) decoding graph is a representa-

tion of a collection of code symbols comprising

1) A code symbol xi for every black node i.
2) A code symbol xi + xj for every edge (i, j).

The advantage of the uni-partite view of a fountain code is

that it can carry the full state of code symbols with degree up

to 2, over a simple structure that allows finding the optimal

coding strategy using graph-theoretic notions. Note that the

fact that the decoding graph at the receiver only represents

degree-2 code symbols does not mean that the the sender is

restricted to using exclusively degree-2 code symbols.

1For convenience we regard the XOR operations as additions modulo 2.

A. Implicit edges and the the connected-component enumera-

tor

In addition to edges representing explicit code symbols

received from the channel, edges can be added between every

pair of nodes that is connected in the graph. These edges can

be derived by summing all code symbols along a connecting

path, canceling out all intermediate input symbols on the path.

For example, the explicit edge between x1 and x3 in Figure 2

is redundant, since it could have been obtained by summing up

the symbols (x1 +x2)+ (x2 +x3). Thus from the perspective

of the receiver, the state of decoding is fully described by

the connected components in the decoding graph and the set

of black nodes. (A connected component in a graph is a set

of vertices, all of which are connected by paths of edges,

and none of which is connected to any vertex outside the

component. The number of vertices in this set is called the size

of the connected component.). The remainder of the section is

devoted to setting up notation for characterizing the decoding

state through the decoding graph’s connected components.

This notation will be used in the next sections to define and

analyze coding strategies for on-line fountain codes.

Suppose the decoding graph at a given instant has A
black nodes and Ai connected components of size i, where

i ranges from 1 to the maximal component size (6 k).

Then the decoding state can be represented by the component

enumerator polynomial, given by

A(x) = A+

k
∑

i=1

Aix
i.

The total number of components is

#components =

k
∑

i=1

Ai = A(1)−A. (1)

Since the connected components partition the graph nodes that

are not black,

A′(1) =

k
∑

i=1

iAi = k − A. (2)

The average component size in the graph can thus be calcu-

lated as

L =
k −A

#components
=

k −A

A(1)−A
=

A′(1)

A(1)−A(0)
.

There is a clear correspondence between the structure of

the decoding graph and the dimension of the linear subspace

spanned by the received code symbols.

Proposition 1. Let G ⊂ {0, 1}k be the linear subspace spanned

by the code symbols of a decoding graph G. The dimension of

G is given by

dim(G) = k −#components(G).

Proof: Each black node in G contributes one independent

vector to the span of the code symbols. In addition, each

connected component of size i contributes to the span i − 1
independent vectors. Any i−1 edges of a spanning tree for the
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component can give the i − 1 independent degree-2 vectors.

Summing the contributions of black and white nodes, we get

dim(G) = A+

k
∑

i=1

(i− 1)Ai

= A+

k
∑

i=1

iAi −
k
∑

i=1

Ai = k −#components,

where the last equality follows from the second equality of (2)

and the first equality of (1).

Proposition 1 implies that increasing the dimension of the code

symbols’ span at the decoder is equivalent to eliminating a

connected component from the decoding graph. This feature

will be the key for finding the optimal coding strategy in the

on-line fountain code presented in the next section.

After defining the component-enumerator polynomial and

detailing some of its properties, we turn to endow it with an

operator that will become useful later.

Definition 5. Given a component-enumerator polynomial

A(x), let A↓t(x) be the polynomial with coefficients specified

as

A↓t
i =

{

max(At − 1, 0) i = t

Ai otherwise

thus A↓t(x) has all of its coefficients identical to A(x), except

for the coefficient At which is decreased by one, if not already

zero.

IV. AN ON-LINE FOUNTAIN CODE CONSTRUCTION

The on-line fountain code proposed in this section follows

from the simple observation that if a code symbol corresponds

to an edge added between a black node and a white node in

the decoding graph, then all the nodes in the white node’s

connected component will be colored in black. For example,

in Figure 2 a symbol x4+x6 would decode x4 and x5, both in

the component of x4. First x4 is recovered by subtracting the

known x6 from x4 + x6, and then x5 is found by subtracting

x4 from x4+x5. Another important simple observation is that

if a code symbol corresponds to an edge added between two

white nodes, then the connected components of the two nodes

(if not already in the same component) are merged to a single

component.

In our on-line fountain code, the coding strategy will seek

to maximize the probability of either coloring a component

in black, or merging two distinct components. Both options

eliminate a connected component in the graph, and by Propo-

sition 1 either will increase by one the dimension spanned by

the code symbols. We refer to such increase in dimension as

decoding progress. Hence given a current decoding state pre-

sented as a decoding graph G, decoding progress is achieved if

a newly received code symbol results in either of the following

two outcomes

1) An edge coloring a component in black.

2) An edge connecting two distinct components.

All other cases either provide redundant information (symbol

sums already known to the receiver), or cannot be handled

by the uni-partite scheme (sum relations involving more than

two components). We thus seek to maximize the probability

that one of the events 1 and 2 occurs, given the instantaneous

decoding state. A more concrete (but equivalent) definition of

events 1 and 2, respectively, is

Case 1 A received code symbol sums an odd number of input

symbols from a single component, with other components

contributing even numbers of input symbols, in addition to

any number (even or odd) of black symbols.

Case 2 A received code symbol sums odd numbers of input

symbols from two components, with other components con-

tributing even numbers of input symbols, in addition to any

number (even or odd) of black symbols.

Case 1 and Case 2 result in 1 and 2 above, respectively,

because the sum of an even number of summands from the

same component is known at the decoder, and can be canceled;

also known is the sum of any number (even or odd) of black

symbols.
Denote by P1(m,A) and P2(m,A) the probabilities that a

uniformly selected degree-m code symbol results in a Case

1 and Case 2 event, respectively. The argument A is the

component enumerator polynomial of the graph G at the

receiver. Then we can define our on-line fountain code as

follows.

Construction 1. The code is defined on a block of k input

symbols.
Decoder:

1) Initialize the decoding graph as a graph with k white

nodes and no edges.

2) If a received code symbol falls under Case 1 or Case 2,
update the decoding graph. Otherwise discard the code

symbol.

Encoder:

Given the current decoding state presented as a graph with
component enumerator polynomialA, the coding strategy is set

to drawing uniformly at random code symbols with degree m̂,

where

m̂ = argmaxm [P1(m,A) + P2(m,A)] . (3)

Note first the low complexity required to decode Construc-

tion 1. An incoming code symbol of any degree is decoded

by “peeling” from it black symbols and XORs of pairs from a

connected component. If the pair-XORs are stored minimally

as balanced spanning trees of connected components, then

each peeling of a pair requires log the component size XOR

operations. To show that Construction 1 defines an on-line

fountain code, we need to prove that the coding strategy given

in (3) is optimal.

Proposition 2. Let G ⊂ {0, 1}k be the linear subspace spanned
by the code symbols of the current decoding graph G with

component enumerator A. Let v ∈{0, 1}k be the next code
symbol drawn by the encoder, and G′ ⊂ {0, 1}k the linear

subspace spanned by the code symbols after v is processed by

the decoder. Then the expected dimension of G′ is maximized
if v is drawn according to the coding strategy of (3).

Proof: If v falls under Case 1 or Case 2, then exactly

one connected component is eliminated from the decoding
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graph. In Case 1 a component turns black, and in Case 2 two

components are merged to one. According to Proposition 1,

eliminating a component amounts to increasing the dimension

by one. If neither of Case 1 or Case 2 applies to v, then there

is no change in the connected components, and the dimension

of G′ remains the same as the dimension of G. So overall, for

degree m code symbols we have

E [dim(G′)] = dim(G) + 1 · [P1(m,A) + P2(m,A)]

+ 0 · [1− P1(m,A)− P2(m,A)].

And clearly maximizing the expectation is achieved by maxi-

mizing P1(m,A) + P2(m,A) over all m.

To calculate the decoding-progress probabilities P1(m,A) and

P2(m,A), we need to count the number of degree-m code

symbols that result in Case 1 and Case 2 symbols, respectively.

Given a component enumerator polynomial A(x), let

N1(m,A) denote the number of degree-m code symbols

that color a component in black (Case 1), and let N2(m,A)
similarly denote the number of degree-m code symbols that

connect two distinct components (Case 2). Assuming the

degree-m code symbol is drawn uniformly at random, we have

the relations

Pl(m,A) =
Nl(m,A)
(

k
m

) , for l∈{1, 2}. (4)

A. Exact calculation of P1

We start off with counting Case 1 combinations. We estab-

lish a recursive formula for this count in a theorem following

a series of lemmas. The following definitions will turn out

useful.

Definition 6. Denote by OEs(j,A) the number of combinations
of j symbols that have an odd number of symbols in one

component, and even numbers (including zero) of symbols in
all other components, given a component enumerator A(x).

The symbol OEs chosen for Definition 6 stands for Odd-Evens.

Definition 7. Denote by Es(j,A) the number of combinations
of j symbols that have even numbers (including zero) of sym-

bols in all components, given a component enumerator A(x).

The symbol Es chosen for Definition 7 stands for Evens. The

first lemma ties the function OEs from Definition 6 with Es

from Definition 7.

Lemma 3. Let A(x) be a component enumerator polynomial,

and j an integer satisfying j 6 k. Then

OEs(j,A) =

j
∑

i=1

i odd

k
∑

t=i

At

(

t

i

)

Es(j − i,A↓t). (5)

Proof: i in the outer sum is the number of input symbols in

the component that contains an odd number of input symbols

in the degree-j code symbol; t in the inner sum is the size of

this component. The function Es is invoked on the remaining

j − i input symbols and on the polynomial A↓t, to exclude

the component chosen to have an odd number of symbols.

The multiplicative coefficient of Es is the number of size-t
components in the graph, times the number of i-subsets of the

size-t component.

The next lemma gives a recursive formula for Es. Count-

ing Es is established by successively choosing a connected

component with an even non-zero number of symbols, then

removing this component from the enumerator and continuing

recursively.

Lemma 4. Let A(x) be a component enumerator polynomial,
and j an integer satisfying j 6 k. Define a 3-argument function

Es(j,A, d) with the following relation to the original function

Es(j,A)
Es(j,A, 1) , Es(j,A).

Then Es(j,A) can be calculated by invoking the following

recursive formula with d = 1:

for j > 0

Es(j,A, d) =
1

d

j
∑

i=2

i even

k
∑

t=i

At

(

t

i

)

Es(j − i,A↓t, d+1). (6)

for j = 0

Es(0,A, d) = 1 .

Proof: Let us first naı̈vely apply a recursion similar to (5)

toward the count of Es(j,A). Since correction will be needed,

we use Ẽs(j,A) in the formula.

Ẽs(j,A) =

j
∑

i=2

i even

k
∑

t=i

At

(

t

i

)

Ẽs(j − i,A↓t). (7)

The result of the recursion in (7) is that each combination

of j symbols falling into r components, with non-zero even

numbers of symbols in each, is counted r! times. This is

because an r-component combination is multiply-counted in

every order of successive selection among the r components.

So to get a correct count, we need to divide by r! the number

of combinations with r components, for each possible r.

This correction is achieved by the 1/d factor adjoined to (6),

such that an r-component combination count is successively

normalized by 1
1 · 1

2 · . . . · 1
r
= 1

r! .

After showing exact recursive counts of OEs(j,A) and

Es(j,A) in Lemmas 3 and 4, respectively, we turn to show

how to use these counts to calculate the progress probability

P1(m,A).

Theorem 5. Let A(x) be a component enumerator polynomial,
and m an integer satisfying m 6 k. Then the number of Case 1

degree-m code symbols can be counted exactly, and is given by

N1(m,A) =

m−1
∑

s=0

(

A

s

)

OEs(m− s,A).

Proof: By definition of Case 1, any number s of black sym-

bols can be included in the code symbol, and the requirement

on the remaining symbols is exactly as stated in the definition

of OEs (Definition 6). Hence we sum over all s, take all
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possible size-s subsets as black symbols, and apply OEs to

the remaining m− s symbols.

Now that we established the count of N1(m,A), we can obtain

P1(m,A) using (4).

B. Exact calculation of P2

Moving to count Case 2 combinations, we define another

useful combinatorial function.

Definition 8. Denote by OOEs(j,A) the number of combina-

tions of j symbols that have odd numbers of symbols in two
components, and even numbers (including zero) of symbols in

all other components, given a component enumerator A(x).

The symbol OOEs stands for Odd-Odd-Evens. A recursive

count for OOEs(j,A) is given in the next lemma.

Lemma 6. Let A(x) be a component enumerator polynomial,
and j an integer satisfying j 6 k. Then

OOEs(j,A) =
1

2

j
∑

i=1

i odd

k
∑

t=i

At

(

t

i

)

OEs(j − i,A↓t). (8)

Proof: i in the outer sum is the number of input symbols

in the first (out of the two) component that contains an odd

number of input symbols in the degree-j code symbol; t in

the inner sum is the size of this component. After choosing

one component with odd number of symbols, the remaining

symbols need to divide to an odd number in one component,

and even numbers in all the rest. Hence the function OEs(j,A)
from (5) can be used. The 1/2 factor cancels the double

count of each combination: there are two components with odd

numbers of symbols, and identical combinations are obtained

by reversing the selection order of these components.

Now we reach a theorem similar to Theorem 5, this time

for N2(m,A).

Theorem 7. Let A(x) be a component enumerator polynomial,
and m an integer satisfying m 6 k. Then the number of Case 2

degree-m code symbols can be counted exactly, and is given by

N2(m,A) =

m−1
∑

s=0

(

A

s

)

OOEs(m− s,A).

Proof: The proof is essentially the same as in Theorem 5. s,

as before, is the number of black symbols in the degree-m code

symbol. After choosing the s black symbols, the requirement

on the remaining symbols is exactly as stated in the definition

of OOEs (Definition 8).

Now that we established the count of N2(m,A), we can obtain

P2(m,A) using (4).

The outcome of the exact calculations of P1(m,A) and

P2(m,A) through Theorems 5 and 7 is that we can efficiently

implement the optimal on-line encoder specified in (3). Each

recursive call to a combinatorial function is invoked with

a distinct pair of arguments j,U . In addition, the number

of different enumerators U used throughout the recursion is

at most the number of components, because of the relation

A↓t in each chain. Therefore, the complexity of calculating

Nl(m,A) is at most m times the number of components in

A. This implies low complexity in practice because initially

when the number of components is large the optimal m is

typically small, and the optimal m is typically large only

later in decoding when the number of components is already

small. One issue to consider here is the need to evaluate

large binomial coefficients, which may impose numerical

difficulties. This can be solved in practice by replacing the

exact binomial coefficients with well known approximations

that are more numerically stable.

C. Example of optimal on-line encoding

The following (small) example serves to demonstrate how

degrees are optimally chosen given the current decoding state.

Example 1. Suppose the current decoding state of a certain

receiver is given by the component enumerator polynomial
A(x) = 2 + x2 + x4. In other words, out of the k = 8 input

symbols, 2 are already decoded (black), and the remaining 6
are divided to one component of size 2 and one of size 4. For
each possible degree m∈{1, . . . , k}, the receiver computes the

probabilities P1(m,A), P2(m,A), and the sum thereof. These
values are given in Table I. The outcome of these calculations

m 1 2 3 4 5 6 7 8

P1 0.75 0.428 0.464 0.571 0.464 0.428 0.75 0

P2 0 0.286 0.286 0.229 0.286 0.286 0 0
P1+P2 0.75 0.714 0.75 0.8 0.75 0.714 0.75 0

TABLE I

DECODING-PROGRESS PROBABILITIES FOR DIFFERENT DEGREES m

is that the optimal degree for the current state is m̂ = 4, which

gives P1 + P2 = 0.8 (bold in Table I). To see how this value
is obtained, we count N1(4,A) and N2(4,A). To get an odd

number of symbols in one component (Case 1) for m = 4,
we have the following possibilities: 1 black and 3 in the size-

4 component, 1 black, 2 in the size-2 component and 1 in the

size-4 component, or 1 black, 2 in the size-4 component and 1
in the size-2 component. These amount to 2 ·4 = 8, 2 ·1 ·4 = 8
and 2 ·6 ·2 = 24, respectively. Hence N1(4,A) = 40. To get an

odd number of symbols in two components (Case 2), we have
the following possibilities: 3 in the size-4 component and 1 in

the size-2 component, or 2 blacks, 1 in the size-2 component
and 1 in the size-4 component. These amount to 4 · 2 = 8,

and 1 · 2 · 4 = 8, respectively. Hence N2(4,A) = 16. Since
(

k
4

)

= 70, we get

P1(4,A)+P2(4,A) =
N1(4,A)+N2(4,A)

(

k
4

) =
40+16

70
= 0.8.

V. A SIMPLIFIED ON-LINE FOUNTAIN CODE

In the previous section, an on-line fountain code was given

where the receiving clients can efficiently calculate the optimal

degree at any stage of decoding. In this section, we leave

the regime of strictly optimal degree choices, and consider

a simplified on-line fountain code that is simpler both for

implementation and for analysis. With the simplified code, it

is shown that a simpler criterion than maximizing P1(m,A)+
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P2(m,A) precisely can with high probability give the optimal

encoding degrees at intermediate decoding stages. The main

result pertaining to the simplified code is an upper bound on

the redundancy overhead, which is shown to be much lower

than known on-line fountain codes.

A. Specification

In the simplified scheme, the encoding is first coarsely

divided to two phases called build-up and completion. In the

build-up phase the degree is set to constant 2, and in the

completion phase the client uses a simplified instantaneous-

degree optimization, which only depends upon the number of

decoded (black) symbols. Note that while the chosen degrees

depend on the instantaneous number of decoded symbols,

these degrees do not optimize solely for higher probability

of symbol decoding, but rather jointly optimize the symbol-

decoding probability and the connectivity of the decoding

graph. This is in contrast with known schemes [8], [2] that

only optimize for the former (and are thus much more costly

in terms of overhead). A description of the two-phase coding

procedure now follows.

1) Build-up

At the build-up phase, the sender transmits uniform code

symbols of degree 2. These symbols add edges to the decoding

graph at the receiver. The build-up phase continues until a

connected component of size |D| = β0k exists in the graph

(0 < β0 < 1 is a parameter). Then the sender colors the large

component in black by sending uniform degree-1 symbols

until hitting the largest component for the first time. The

expected number of degree-1 symbols required before hitting

a component of size linear in k is a small constant.

2) Completion

Given a graph with βk black vertices, choose the degree m̂
that maximizes the sum probability of cases 1’ and 2’ below.

Case 1’ A received symbol sums a single white symbol with

m− 1 black symbols.

Case 2’ A received symbol sums two white symbols with

m− 2 black symbols.

Symbols that fall into cases 1’ and 2’ are used to update the

decoding graph. Other symbols are discarded.

A few remarks on the completion phase are now in place.

Case 1’ decodes at least one white symbol (the white symbol’s

component), and Case 2’ adds an innovating edge, i.e. an

edge that increases the dimension of the received subspace,

unless the two white symbols are in the same component.

The motivation to consider cases 1’ and 2’, and not the more

elaborate cases 1 and 2 of Section IV is the following. The

appeal of cases 1’ and 2’ is that their probabilities can be

calculated based on β alone (as detailed in the next paragraph),

without need to know the complete component enumerator. If

the white connected components are fairly small compared to

k, then cases 1’ and 2’ are good approximations of cases 1 and

2 of Section IV, due to the low probability of having multiple

symbols in the same component. This is shown analytically in

Section V-B.

The two cases 1’ and 2’ at the completion phase are

illustrated in Figure 3. Note that edges between white nodes

do exist in the graph, but the classification to Case 1’ and 2’

ignores these edges.

Case 1’

Case 2’

Other

Figure 3. Case 1’ and Case 2’ sought in the completion phase. Other
cases (showed at the bottom) result in discarding the received symbol.

A formal specification of the simplified code is now given

as Construction 2.

Construction 2. The code is defined on a block of k input

symbols.
Decoder:

1) Initialize the decoding graph as a graph with k white

nodes and no edges.

2) If a received code symbol falls under Case 1’ or Case 2’,
update the decoding graph. Otherwise discard the code

symbol.

Encoder:

In the build-up phase: send uniformly distributed degree-2

symbols.

After the build-up phase: send uniformly distributed degree-1
symbols until the largest component turns black.

In the completion phase: given the current decoding state pre-

sented as a fraction β of black symbols, the coding strategy is
set to drawing uniformly at random code symbols with degree

m̂, where

m̂ = argmaxm [P1′(m,β) + P2′(m,β)] , (9)

and P1′(m,β) and P2′(m,β) are the probabilities of Case 1’

and Case 2’, respectively.

Note that P1′ and P2′ used in Construction 2 depend on

m and β, the fraction of black symbols, but not on the full

component enumerator as in Construction 1 of Section IV.

Assuming selection of m symbols from the size-k block with

replacement, the expressions for P1′ and P2′ are given by

P1′(m,β) =

(

m

1

)

βm−1(1− β), (10)

P2′(m,β) =

(

m

2

)

βm−2(1− β)2. (11)

In equations (10),(11) we see the complexity benefits of using

the simplified code. Instead of evaluating the full recursive

formulas for P1,P2 in Section IV, now we have a closed-

form expression for the surrogate probabilities P1′ ,P2′ . The

values of P1′ + P2′ as a function of β for different m values

are plotted in Figure 4.

The following theorem provides a lower bound on P1′+P2′ ,

which will be used for analysis in the next sub-section.
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2
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5

6

0.2 0.4 0.6 0.8 1

0.2

0.4

0.6

0.8

1

β

P1′ + P2′

Figure 4. The sum probability of cases 1’ and 2’ as a function of
the fraction of black symbols. Plotted for m = 2, 3, 4, 5, 6.

Theorem 8. For any β, there exists a m̂ such that

P1′(m̂, β) + P2′(m̂, β) > (1 +
√
2)e−

√
2 = 0.5869, (12)

and m̂ is the unique m that satisfies

√

(m− 1)(m− 2)√
2 +

√

(m− 1)(m− 2)
6 β <

√

m(m− 1)√
2 +

√

m(m− 1)
.

Proof: The proof will divide into two main parts. First we

prove the bound when the value β is taken from an infinite

discrete sequence of real values. Then we show that the first

part implies the bound at all points of the real-line segment

[0, 1). The sequence of discrete real values we consider in the

first part contains all the values β that satisfy

P1′(m,β)+P2′ (m,β) = P1′(m+1, β)+P2′(m+1, β), (13)

for some integer m. These β values are the transition points of

the encoder from degree m to degree m+1, seen in Figure 4

as the intersections of two curves with adjacent labels. When

we substitute P1′(m,β) from (10) and P2′(m,β) from (11)

into (13) and solve2 for β, we obtain

βm =

√

m(m− 1)√
2 +

√

m(m− 1)
. (14)

The values βm can be regarded as a sequence B = {βm}∞m=1.

The evaluation of the sequence B is

B = {0, 0.5, 0.634, 0.710, 0.760, 0.795, ...},

and it tends to 1 as m tends to infinity. To show the lower

bound on points in B, we substitute the right-hand side of (14)

as β into (10) and (11), and obtain

P1′(m,βm) + P2′(m,βm) =

m+
√

2m(m− 1)− 1

m− 1
·
(

m2 −m−
√

2m(m− 1)

m2 −m− 2

)m

.

(15)

2Equation (13) has in addition a trivial solution βm = 1, for any m, which
we ignore in the remainder of the proof.

Now reorganizing (15), we obtain

P1′(m,βm) + P2′(m,βm) =
(

1 +

√

2m

m− 1

)

·
(

1−
√
2√

2 +
√

m(m− 1)

)m

>

(

1 +

√

2m

m− 1

)

·
(

1−
√
2√

2 +m− 0.6

)m

, (16)

where the last inequality comes from the fact that
√

m(m− 1) > m − 0.6 for m > 1. It is clear that both

terms in the right-hand side of (16) are positive and monotone

decreasing with m, and hence their product is also monotone

decreasing with m. This gives the bound

P1′(m,βm) + P2′(m,βm) >

lim
m→∞

(

1 +

√

2m

m− 1

)

·
(

1−
√
2√

2 +m− 0.6

)m

=

(1 +
√
2)e−

√
2 = 0.5869. (17)

Now that we proved the lower bound for β values on the

transitions from m to m + 1, we move to the second part of

the proof, which extends the bound to all β values. The idea

of the second part is to show that P1′(m,β) + P2′(m,β) is

concave for β ∈ (βm−1, βm). Concavity implies that for all

β ∈ (βm−1, βm)

P1′(m,β) + P2′(m,β) >

min [P1′(m,βm−1) + P2′(m,βm−1),P1′(m,βm) + P2′(m,βm)] .

The concavity proof of P1′(m,β)+P2′(m,β) in (βm−1, βm)
is direct, using elementary calculus. We take the second

derivative of P1′(m,β) + P2′(m,β) with respect to β, and

find that it is negative in the interval

1−m+
√
3m2−10m+16− 4

m(m− 3)
< β < 1−m−

√
3m2−10m+16− 4

m(m− 3)
.

The concavity in the desired domain is established by showing

that for all positive integers m > 3

1− m+
√
3m2−10m+16− 4

m(m− 3)
< βm−1

and

βm < 1− m−
√
3m2−10m+16− 4

m(m− 3)
.

For m = 2, 3 similar concavity can be proved by first

substituting m in (10) and (11), and then taking the second

derivative and verifying its negativity in (βm−1, βm).
For the analysis upcoming in the next sub-section we need

the following corollary, showing that P1′(m̂, β) and P2′(m̂, β)
individually tend to constants for β → 1, and not just their

sum.

Corollary 9. For the m̂ that attains (12) in Theorem 8, both

P1′(m̂, β) and P2′(m̂, β) tend to constants as β tends to 1.

Proof: We examine the ratio between P1′(m̂, β) and

P2′(m̂, β)
P1′(m̂, β)

P2′(m̂, β)
=

2β

(m̂− 1)(1− β)
.



9

Substituting βm̂ from (14) yields

P1′(m̂, βm̂)

P2′(m̂, βm̂)
=

√

2m̂(m̂− 1)

m̂− 1
,

which tends to a constant as m̂ tends to infinity. The ratio and

the sum both tending to constants imply that each of P1′(m̂, β)
and P2′(m̂, β) tends to a constant.

B. Overhead analysis

While the greatest appeal of on-line fountain codes is in

the presence of adversarial or other non-random losses, it

is important to analyze them in the case where losses are

random. The objective of the forthcoming analysis is to show

that the on-line fountain codes proposed here have acceptable

overheads, far below what existing on-line fountain codes

require.

The analysis concentrates on the simplified code of Con-

struction 2, because analyzing the optimal Construction 1 is

challenging. It is clear that the overhead will only decrease if

the optimal code is used instead of the simplified one.

We begin at the build-up phase of Section V-A. Randomly

chosen edges added in the build-up phase construct a random

graph G. To analyze the properties of G, we use known results

on random graphs found in [1, Ch.10]. At the end of the build-

up phase, G = G(k, p) is a random graph on k vertices, where

each of the k(k−1)/2 possible edges is taken with probability

p independently of other edges. We define p = c/k, and note

the known relationship between c and β0, the fractional size

of the largest connected component, as

β0 + e−cβ0 = 1. (18)

Hence for each specified component size β0 < 1, there is a

unique density parameter c > 1 that achieves it with high

probability. The following results from [1, Ch.10] will be

found useful in analyzing the completion phase.

Theorem 10. [1] Given c > 1 and β0 < 1 with the relation
given in (18), in a random graph G = G(k, c/k) the remainder

sub-graph outside the large component is itself a random graph

G′ = G(t, d/t), where t = (1 − β0)k and d = c(1 − β0) < 1.

We will also use the following classical results by Erdős and

Rényi.

Corollary 11. [6] In a random graph G = G(k, c/k) with

c > 1, almost always all the components except the large
component are of sizes O(log k). Furthermore, the number of

small components that have cycles is vanishingly small.

With the properties of G′ quoted above, we turn to analyze

the completion phase. We start with a qualitative description of

the completion phase’s dynamics, then move to more precise

statements. At the outset of the completion phase, G′ has small

tree components (including isolated vertices, which are trivial

trees). Case 1’ symbols move components out of G′ to the

large (black) component, and Case 2’ symbols add edges in

G′. Since P1′(m̂, β) and P2′(m̂, β) are both constants of the

same order, a component of G′ cannot grow much before it

is colored black. This is because the probability to add an

edge touching a given component is similar to the probability

to connect the same component to the large component. Now

given that the components of G′ remain much smaller than a

constant fraction of k, the probability to introduce a cycle in

G′ is negligible. Thus with high probability a Case 2’ symbol

is not redundant. The next theorem formally proves that with

high probability every Case 2’ symbol in the completion phase

adds an innovating edge to G′.

Theorem 12. The probability that a cycle is introduced (by a

Case 2’ symbol) to a component of G′ before the component
joins the main component (by a Case 1’ symbol) tends to zero

as k goes to infinity.

Proof: Let a random process take an event from {X,Y, ∗}
at each discrete-time instance i. For X and Y with respective

probabilities PX and PY , the probability that X occurs before

Y is
∞
∑

i=0

(1− PX − PY )
iPX =

PX

PX + PY

.

(Any number of ∗ events are allowed before X .) For a given

component of G′ with l vertices, we take X to be the event

that a new code symbol is a Case 2’ edge that creates a cycle

in the component, and Y to be the event of a Case 1’ symbol

connecting the component to the large component. ∗ represents

all other events caused by a new code symbol. Then we write

the probability PX as

PX = P2′(m,β)

(

l

(1− β)k

)2

.

The left multiplicand is the probability that the symbol is

Case 2’; the right multiplicand is the probability that both

ends of the G′ edge fall on the size-l component. The right

multiplicand can be interpreted as a conditional probability to

doubly-hit a component given the symbol is a Case 2’ symbol.

Similarly, the probability PY is written as

PY = P1′(m,β)
l

(1 − β)k
. (19)

The left multiplicand is the probability that the symbol is Case

1’; the right multiplicand is the probability that the vertex of

G′ connected to the main component belongs to the size l
component. The probability that X happens before Y is then

PX

PX + PY

=
P2′(m,β)

P2′(m,β) + (1−β)k
l

P1′(m,β)
. (20)

It is clear that the expression in (20) tends to 0 as k tends to

infinity, so long as P1′(m,β) and P2′(m,β) are both constants

for any β, and in addition l is bounded from above by a

function that is o(k). The former is proved in Corollary 9;

the latter is proved in the following lemma.

Lemma 13. The probability that a G′ component grows by

more than log k vertices tends to zero as k goes to infinity.

Proof: The proof follows similar lines to the main theorem’s

proof. For a given component of G′ with l vertices, we now

take Z to be the event that a new code symbol is a Case 2’
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edge that connects the component to a different component

within G′. We have

PZ = P2′(m,β)

[

2
l

(1− β)k

[

1− l

(1 − β)k

]]

< P2′(m,β)
2l

(1 − β)k
.

Y as before is the event of a Case 1’ symbol connecting that

component to the large component. Given PY in (19), the

probability that Z occurs log k times before Y occurs is thus

at most
(

2P2′(m,β)

2P2′(m,β) + P1′(m,β)

)log k

,

which clearly tends to zero assuming constant Pi′(m,β)
probabilities for any β.

Since the components of G′ at the beginning of the completion

phase are of sizes O(log k) (Corollary 11), by Lemma 13 their

sizes remain O(log k) throughout the completion phase. This

shows that l = o(k), which is sufficient for (20) to go to zero.

This proves the theorem.

Theorem 12 implies that Case 2’ symbols are not redundant

with probability tending to 1, hence we have the following

result.

Theorem 14. The expected number of Case 1’ and Case 2’

symbols (combined) required to complete decoding in the com-

pletion phase is

k(1− β0)

[

1− (1− β0)c

2

]

, (21)

in the limit of large k.

Proof: The number of symbols left to decode after the

build-up phase equals t, the number of vertices in G′. By the

definition of the build-up phase we have

t = k(1− β0). (22)

According to Theorem 10, the expected number of edges in

G′ at the beginning of the completion phase is

1

2
td =

1

2
k(1− β0)(1− β0)c. (23)

A classical result by Erdős and Rényi states the following.

Lemma 15. [6] In a random graph G′ = G(t, d/t) with d < 1,
the expected number of connected components equals

t− td

2
+O(1),

where the termO(1) depends on d, but is a constant not growing

with t.

Lemma 15 is implied by the well known fact that almost all

of the vertices in a random graph with d < 1 are in connected

components that are trees. Substituting t from (22) and td/2
from (23), the expected number of components in G′ equals

k(1− β0)

[

1− (1− β0)c

2
+ o(1)

]

, (24)

where the term o(1) tends to zero as k tends to infinity. By

Proposition 1 the number of symbols the receiver needs to

receive to fully decode equals the number of components

in G′, where we count a received symbol for that purpose

only if it reduces the number of components by one. Case 1’

symbols always reduce the number of components by one. By

Theorem 12 all but a vanishing fraction of Case 2’ symbols

reduce the number of components by one. Hence the expected

number of Case 1’ and Case 2’ symbols (combined) required

in the completion phase equals to

k(1− β0)
[

1− (1−β0)c
2 + o(1)

]

1− o(1)
.

This equals the expression in the theorem statement when k
tends to infinity.

This leads to the main analysis results that now follow.

Theorem 16. For any choice of β0 < 1, the expected number
N of code symbols required for decoding the k input symbols

is bounded by

N <
1

2
ck +

e
√
2

1 +
√
2
k(1− β0)

[

1− 1

2
(1− β0)c

]

, (25)

where c and β0 are related by β0 + e−cβ0 = 1.

Proof: The first term in (25) is the expected number of

symbols received in the build-up phase. This is from random-

graph theory [1, Ch.10], whereby reaching a component of

size β0k happens when a vertex has on average c edges (the

factor 1/2 is because each edge has two ends). The second

term in (25) is the expected number of symbols received in

the completion phase. The constant factor in the second term

is the inverse of the lower bound on P1′(m,β) + P2′(m,β)
from Theorem 8, which is an upper bound on the expected

number of received symbols per symbol of Case 1’ or 2’.

Choosing β0 = 0.645 for ending the build-up phase (which

gives c = 1.6), we get the following corollary.

Corollary 17. The expected redundancy overhead of Construc-

tion 2 is bounded by

N − k

k
< 0.236.

C. Discussion and comparison

It is important to note that the 0.236 upper bound on the

expected overhead may be a substantial over-estimate of the

true overhead. While the probabilities of Cases 1’ and 2’ are

known for any β, our analysis was only able to incorporate the

β → 1 limit value of (12) as a lower bound. More involved

arguments on random-graph dynamics may tighten this bound.

In an experimental study of the simplified code we observe

overheads smaller than 0.2, even for relatively short block

lengths k. We also observe experimentally that the overhead

is not very sensitive to the choice of β0 to end the build-

up phase. A complete experimental view of on-line fountain

codes is deferred to a future publication.

Comparing the proven overhead upper bound of Construc-

tion 2 to known on-line schemes, a significant improvement is

offered. Growth codes [8], the known state-of-the-art on-line
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fountain scheme, has an expected overhead that is bounded

from below by ln 2 = 0.69 (as explained in the sequel)–

three times higher than the new proposal. The growth codes

scheme can be seen as a special case of our simplified scheme,

whereby the degrees are chosen to maximize the probability

of Case 1’ symbols alone. Therefore, degree 1 symbols are

received until a β0 = 0.5 fraction of black symbols exists

(at which point symbol-decoding probability with degree 2
symbols crosses over that probability with degree 1 symbols).

During that phase, the rate of symbol decoding is dβ =
(1 − β)dy, where dy is an infinitesimal fraction of received

symbols. Hence the fraction of received symbols y0 required

to obtain β0 = 0.5 can be found by solving the simple integral

y0 =

∫ 0.5

0

dβ

(1 − β)
= ln 2.

After that phase, the probability of symbol decoding, for any

degree m, is at most 0.5, thus the remaining 0.5 fraction of

input symbols will need at least an additional 1 fraction of

received symbols. Adding this 1 fraction to the ln 2 fraction

of the first phase gives a ln 2 lower bound on overhead.

For the scheme of real-time oblivious codes [2] the authors

quote an upper bound of 1 for the overhead, which is more

than 5 times higher than Construction 2.

VI. EXPERIMENTAL PERFORMANCE EVALUATION

To complement the analytical evaluation of the new on-line

fountain codes, in this section we conduct an experimental

study through simulation. The study will concentrate on com-

paring the performance of the simplified code (Construction 2)

with growth codes, the best previously known on-line fountain

code. We also include in the study LT codes employing the

robust-soliton degree distribution with the standard parameter

choice c = 0.9, δ = 0.1 (see e.g. in [7]). For Construction 2

we use the parameter β0 = 0.65 to end the build-up phase.

The purpose of this study is to illustrate the performance

behavior of our codes with respect to the most similar (growth

codes) and most understood (LT codes) counterparts. There

are many other alternatives of fountain codes that employ

feedback, which are likely to have better performance at many

operation regimes. Given that each such alternative makes a

different use of feedback (number of feedback transmissions,

their distribution across the transmission block, the type of

information they carry, etc.), we found it impossible to perform

a fair comparison. Therefore, the subsequent results should

be interpreted only as an illustrative demonstration of the

performance achievable by codes with the on-line property,

and not as a claim of superiority of the new codes over known

fountain schemes with feedback in general.

A. Coding overhead

First in the performance figures to evaluate is the coding

overhead. To measure the overhead, we simulate the coding

schemes and count the number of code symbols needed to

be received to complete decoding of the k input symbols.

We repeat the simulation over many iterations, and plot

the average number of required code symbols. Figure 5

shows the results of this experiment for input block lengths

k∈ {1000, 1500, 2000, 2500}, plotted for each of the two on-

line coding schemes under comparison. It can be seen in
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Figure 5. The average number of code symbols required at the
receiver for full decoding. Solid line: Construction 2, dashed line:
Growth codes.

Figure 5 that for the block lengths k used in the experi-

ment, Construction 2 offers great performance advantage over

Growth codes. The conclusion from this plot is that the

refinement of the on-line property to also include degree-2

symbols pays nicely in total overhead.

B. Feedback cost

In the previous sub-section we compared the benefits of on-

line fountain codes in reducing communication overhead from

the sender to the receiver. Now we want to evaluate the cost

of these benefits in feedback transmissions from the receiver

back to the sender. To measure feedback cost, we added to

the same simulation of Section VI-A a counter of feedback

transmissions required by the two on-line fountain codes. A

feedback transmission is required by the on-line fountain code

(Growth codes and Construction 2) whenever the respective

optimal degree changes following the receipt of the previous

code symbol. Hence for this experiment we assume that find-

ing the optimal degree given the decoding state is performed

by the receiver, thus allowing to issue a feedback transmission

only when there is a change in the optimal value. Following

this experiment we plot in Figure 6 the average numbers

of feedback transmissions for k ∈{1000, 1500, 2000, 2500}.

The results of Figure 6 reveal that the use of feedback by

Construction 2 is limited to only 2-3% of the block length, and

that the feedback cost is roughly half that of Growth codes.

Therefore, Construction 2 is better than Growth codes in both

overhead and feedback. At this point it is important to note

that these results are only a starting point for a very interesting

possibility to refine the current on-line fountain codes such that

overhead and feedback are jointly minimized. This interesting

direction is deferred to future work.
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C. Intermediate symbol decoding

The previous sub-sections showed results pertaining to the

block decoding performance. Now we want to “zoom into”

the decoding process, and see for each intermediate number of

received code symbols how many of the input symbols are de-

coded. There are two purposes for measuring the intermediate-

decoding performance. One is to shed quantitative light on the

way the decoding state evolves through the decoding process.

Another is to evaluate the real-time performance of the codes,

which amounts to the ability of the decoder to pass decoded

symbols over to the application before the full-block decoding

is completed. Results comparing the intermediate-decoding

performance of the three codes are given in Figure 7. The

plots show the median results among 100 runs, thus capturing

the behavior of the majority of the coding instances. There
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Figure 7. For k = 1000 the median number of decoded input symbols
for each number of received code symbols. Solid line: Construction 2,
dashed line: Growth codes, dash-dotted line: LT codes, no-markers
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are several interesting facts to observe in Figure 7. First

to see is the initial flat interval in the decoding curve of

Construction 2. This flatness stems from the build-up phase

where only degree 2 symbols are sent, and thus no symbol is

decoded. Next, after the build-up phase is over, the number

of decoded symbols jumps, and from then on continues at a

roughly linear slope to complete first from the three codes. It is

also interesting to link the features of the Construction 2 curve

to the random-graph analysis of Section V-B. The x-coordinate

at which the jump occurs corresponds to the threshold β0, and

specifically to the number of symbols required to be received

until the formation of a connected component of size β0k.

The magnitude of the jump amounts to a little more than β0k
symbols, including both the large component and other smaller

components decoded with the first received symbols in the

completion phase. Finally, the slope at the latter part of the

curve shows good real-time performance in the completion

phase. That is to say that optimizing the degrees for both P1′

and P2′ does not hurt the intermediate-decoding rate. Clearly

there is an interesting tradeoff here between minimizing the

full-decoding time and maximizing the real-time performance

of the code. We can use β0 as a simple “knob” to control

this tradeoff (reducing β0 will shrink the flat interval, but will

result in a smaller jump and a slower completion slope).

VII. CONCLUSION

In addition to providing low-overhead on-line fountain con-

structions, the results of this paper open new avenues for future

research. The most natural direction is attempting to further

reduce the overhead, and at the same time deriving lower

bounds on the overhead required to attain the on-line property.

Another important extension of this work is to address point-

to-multipoint communications, where the encoder strategy

needs to be optimized for multiple receivers simultaneously.

Finally, it is also important to consider the effect on the on-

line property when the feedback of decoding-state information

from the receiver to the sender is limited.
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